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Subject: Statistics

Paper -1
(Sample Surveys)

(Also common with Subject- Applied Statistics)

Unit-1
ts of popuhuon and sample, need for sampling, census & Sample surveys. Advantages of
omplctc enumeraticns, Principle steps in a sample survey. Principles of sample

on-samplmg errors.

SR Unit-1I

Probablhty and nOn-probabnhty sampling: Methods of drawing a random sample from finite
population, accuracy and precision of an estimator. Simple random -sampling with and without
replacement, probability of selecting any specified unit in the sample ,Simple random sampling of
attributes, size of simple random sample'fgr a specified precision.

' Unit-ITI

Stratified random sampling: Meaning and advanzégcs of Stratified Random Sampling,
Estimation of the population mean and its variance. Opumum and proportional allocation and their
comparison with SRS & SRS WOR.

Unit-1V
Systematic Sampling: Meaning and sample selection procedures, advantage and disadvaniages,
variance of the estimated mean. Comparison of systematic with (1) SRSWOR and (ii) stratified random
sampling. Cluster sampling (of equal size): Meaning. advantages and disadvantages, estimation of
population mean.

j'of estimation (first approximation only). Meaning, bias of ratio estimators,

: F:p estimate with SRSWOR estimate. Regression method of estimation (first
1 ) ;Snmple Regression Estimale, expected valuc and variance of simple rcgrcsslon
estimate. Companson wnh SRSWOR and ratio estimators.

REFERENCES:

t. Des Raj(2000) : Sample Survey Theory. Narosa Publishing House.

. Murthy, M.N.(1967): Sampling Theory and Methods. Statistical Publishing Society, Calcutta.

- Singh, Daroga and Chaudhary. F.5.(1989): Theory and Analysis of Sample Surveys Designs. Wiley
Eastern Lid.

. Sukhatme et al .(1984): Sampling Theory of Surveys with Applications. Indian Society of Agricultural
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Goon A.M., Gupta ALK Das Gupta B (1986) . Fundamentals of Stanstics. Vol 1l World Press Kolkata
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Subject: Statistics .

_— x Paper 1
- Design Of Experiments and Computational Techniques
' ( Also common with Subject- Applied Statistics)
Unit-1 _ A
Analvsis of Variance: Linear model & s different types (vonly introduction). Analysis of Variance
technique. ANOVA  for one-way and two-way classified dalz (with one observation per cell & fixed
ast Square Estimates of Sum of squares, Effects of violations of basic assumptions of

xons. Crtitical Difference.

effects model) ;.l¢
ANOVA;, Transf
ke ‘ Unit=11

Design of Exﬁ;:hménls' Need for design of experiments, fundamental principles of design of
experiments, Uniformity Trials, Choice of size and shape of plots , Basic designs (with one observation
per cell & fixed effects model)-Completely randomized design(CRD), Randomised block dcsxgn(RBD)-
Their advantages and dusadvatntagw & usage Efficiency of RBD over CRD.

Unit-111
. Latin square design (LSD)- Analysis; least square estimates; expectation of sum of  squares;
efficiency of LSD over CRD & RBD, Missing plot technique- Estimation of single missing value in RBD
& LSD . Factorial expcrimcnts-Z2 2 experiments, illustrations ,main effects, interaction effects &
their analysis,. '
Unait-lV
Computer Applicatior. and Data-Processing: Basics of Computer: Operations of a computer,
Different*units of a computer system like central processing unit. memory unit, arithmetic and logical
unit, input unit, output unit etc. Hardware including different types of input. output and peripheral
devices, Soﬂware systcm qnd application software, number systerns, Operating systems, packages and

~©

utilities, LOW' i 3 --gvel languages, Compiler, Assembler, Memory- RAM ROM, unit of computer
memory (brt§4 '
‘ Unit-V

Network - LAN WAN m(crnct intranet, basics of computer secutity, virus, antivirus, firewall, spyware,
malware etc. Basics of Programming: Algorithm, Flowchart, Data, Information, Database, overview of
different programming languages, frontend and backend of a project, variables, control structures, arrays
and their usages. functions, modules, loops, conditional statements, exceptions, debugging and related
conceplts.

REFERENCES :

I, DasM.N. & Giri N C (1986) :Design and Analysis of Experiments Springer Verlag

2. Goon AM, Gupta MK Dax Gupta B (1986) . Fundamemals of Statistis. Vol-1f World Press
Kolkata .

i Gupta S.C Kapoor v & Fandamentals of Apphicd Statsstics . Subiao Chand & Sons . New Delhs

b Nagpal D.P Compater Fundamentals | Wheeler Publishing New Delin
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Subject: Statisgics

Paper 111
Practical Paper

{ Also Common with Subject- Applied Statistics)

To draw a SRS with and without replacement 1o obtai, an estimate of the population total along
with the éstimates of their variances.. Comparing the efficiency of SRSWR with SRSWOR

Finding of confidence interval for the population meay,

Eoss;ble samples by SRS-technique ang that to show that expected value of the
Is the p0pulauon mean to show expegged value, E(S?) = S? in SRSWOR.

Stratified sampling (i) estimate the sample sizes'by (a) proportional allocation (b) Neyman
optimum allocation (ii) estimate the mean to the populaliOn under the above schemef(iii)
calculation of the sampling variance (iv) Comparison of efficiencies of the allocation scheme
amongs! themselves as well as with SRS. '

Systematic sampling

Cluster sampling.

Ratio & Regression methods of estimation.
Analysis of one way classification (CRD).
Analysis o two way classification (RBD).
Analysis of LSD.

. Efficiency of RBD over CRD.
. Efﬁcxency of LSD over CRD & RBD
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